
 1 

The 45th Conference of The Canadian Medical and Biological Engineering Society 

La Société Canadienne de Génie Biomédical 

Automatic evaluation of the ejection fraction on echocardiography images  

Alexandre Aubry1, Luc Duong1  

1 Department of software and IT engineering, École de technologie supérieure, Montreal, Canada 

 

Abstract— The ejection fraction measures the amount of 

blood pumped by the heart. Echocardiography is the most com-

mon imaging modality to assess the ejection fraction but can be 

challenging to interpret. This study proposes an automatic 

method to evaluate the ejection fraction from echocardiography 

images. First, several supervised learning model with different 

convolutional neural networks and a regression model were 

proposed for the segmentation of the ventricle. This last regres-

sion model was built with different layers of neurons. We also 

build a U-Net model to segment the ventricle. Subsequently, a 

linear regression model was designed to provide an estimation 

of the ejection fraction from the difference of area between the 

ventricle at the systole and the diastole. The model was evalu-

ated on a subset of the EchoNet-Dynamic dataset. The four 

models described in this article study the ejection fraction of the 

hearts with another approach than the previous EchoNet-Dy-

namic studies. The results of this study could be used for the 

development of prediction models for cardiac motion and even-

tually to assist in the assessment of cardiovascular diseases.  

Keywords— Echocardiography, Ejection fraction, Deep neu-

ral networks, Transfer learning, segmentation  

I. INTRODUCTION  

Echocardiography is a technique that uses ultrasound to 

visualize in real time the different parts and chambers of the 

beating heart. Echocardiography is safe since it does not in-

volve ionizing radiation, with very fast and simple acquisi-

tion and thus, widely available in the medical field. For in-

stance, this allows the detection of cardiac disorders, such as 

cardiomyopathy.  

The last few years have seen the development of computer 

vision techniques applied to medical imagery [1].  

Many different studies have been conducted on cardiac 

medical imaging. Computer vision models based on convo-

lutional neural networks (CNN) achieve good results on view 

identification, segmentation, heart chamber volume, ventri-

cle mass and even diagnosis of cardiomyopathy and hyper-

tension [2]. Most computer vision models rely on the training 

using the ImageNet dataset, which contains natural images, 

and are not specifically tailored for medical images. 

RadImageNet has been recently proposed and focus only on 

greyscale medical images [10]. Another model, the EchoNet-

Dynamic was developed for echocardiography images. In 

addition to predicting the different characteristics of the heart 

under study, EchoNet-Dynamic can predict the phenotype of 

the patient such as age, sex, weight.  These are characteristics 

that are difficult for a human to predict with an echocardiog-

raphy [3]. Three methods for estimating the ejection fraction 

from echocardiography videos are described in this work. 

These three models use ResNet-18 3D convolution networks. 

Their best model has a mean absolute error of 5.44%, know-

ing that a specialist makes an error of 4-5% for the ejection 

fraction [4]. In 2017, a study works on ejection fraction with 

computer vision applied to echocardiograms. First, a neural 

network locates the ventricle, this allows finding the diastole 

and systole images. A segmentation network segments the 

ventricle to then calculate its volume [5]. In 2021, a study 

estimated the ejection fractions of several datasets including 

EchoNet-Dynamic using a U-Net based model (DPS-Net). 

This study investigates healthy hearts and hearts with dys-

functions. Accurate results were obtained for ventricle seg-

mentation and ejection fraction calculation [6]. In 2020, a 

study used view classification, cardiac cycle synchronization, 

segmentation and landmark extraction, to calculate left ven-

tricular volume and ejection fraction [7] 

The goal of our study is to investigate transfer learning on 

different deep neural networks and to estimate the ejection 

fraction. In order to segment the ventricle at the end of dias-

tole and systole, four models are considered:  

 

• Transfer learning with VGG16 (features extraction) 

•Transfer learning with VGG16 (fine tuning) 

•U-Net 

•DenseNet121 trained on the RadimageNet dataset 

    Then, with the coordinates of the boundary of a ventricle 

at his minimum and maximum volume, a regression model is 

introduced to estimate the ejection fraction of the heart.   

II. MATERIAL AND METHODS 

A. EchoNet-Dynamic 

EchoNet-Dynamic consists of 10036 cardiac ultrasound 

videos. Each of the videos can contain from 50 to several 

hundred images. These 10036 videos are from 10036 differ-

ent individuals who performed an echocardiogram between 



2 

The 45th Conference of The Canadian Medical and Biological Engineering Society 

La Société Canadienne de Génie Biomédical 

2006 and 2018 at Stanford University Hospital. These videos 

were made to study the movement of the heart and the varia-

tions of volume of the chambers constituting it. For EchoNet-

Dynamic, we have an apical-4-chambers view, it means we 

see four chambers of the heart as illustrated in Figure 1. The 

videos present a view of the left ventricle of the patient. Each 

sequence depicts the ventricle in motion varying with the 

heartbeats. For each video of the dataset, we have access to 

different characteristics: [4]  

• The ejection fraction 

• Volumes of the left ventricle at the end of diastole 

and systole 

• Image’s dimension (112x112 pixels for each) 

• Number of frames per seconds 

• The coordinates of the boundary of the ventricles at 

the end of diastole and systole (see Image 1) 

 

 
 

Figure 1 : Representation of  the boundary (ground truth) of the left ventricle 

in red 

B. Description of the segmentation architecture 

Two models proposed are based on the convolutional neu-

ral network VGG16. VGG16 has 16 layers trained on 

ImageNet. To build our model, transfer learning was applied 

and image features are extracted [9]. 

Also, we evaluated DenseNet121 trained on the 

RadImageNet dataset. This dataset contains 1.35 million of 

grayscale medical images and is better suited for medical im-

age segmentation than ImageNet. With transfer learning, we 

can apply this model with the weights trained on 

RadimageNet, on echocardiography images and extract im-

portant features [10].  

III. FEATURES EXTRACTION FROM IMAGES  

The purpose of this section is to present the models we set 

up to extract features from the end-diastolic and end-systolic 

images.  

A. Transfer learning with VGG16 

With Python, we imported the convolutional neural net-

work VGG16 trained on ImageNet. We applied it to the im-

ages of the ventricle at the end of diastole and systole that we 

were isolated from the EchoNet-Dynamic dataset. As a re-

sult, for each image the network extracts features and put it 

in a vector. So, for each ventricle images, we have a corre-

sponding representative vector. [9]  

B. Fine tuning with VGG16  

We used another segmentation model with VGG16. We 

also used transfer learning, but with fine-tuning. It means that 

in order to extract the important features, we begin to adjust 

the weights with the images of our dataset. Like the precedent 

model, the head of the network is a regression model that we 

build. We perform a first training of the network with a small 

learning rate and by freezing the weights of VGG16. Indeed, 

our model is built with a part already trained (VGG16) and a 

regression model with random weights. With this first train-

ing, we taught a little bit the regression model with our data, 

without modifying the weights of VGG16. Then, the network 

is ready for the second training where all the weights can be 

modified. With this type of transfer learning, the model is 

more adapted to our data. Then, like the previous model, we 

obtained a feature vector for each image. [9] 

C. Transfer learning with DenseNet 121 trained on 

RadimageNet 

For this segmentation model, we imported the convolu-

tional neural network DenseNet121 trained on the 

RadimageNet dataset. The input layer of this network has a 

dimension of 224x224x3, and the images of our dataset have 

a dimension of 112x112x3. We had to resize our images and 

their corresponding masks. Then, we extracted the features 

of the ventricle with the same method as VGG16. Indeed, 

with the CNN we obtained a feature vector. [10]  
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IV. SEGMENTATION OF THE VENTRICLE   

The purpose of this part is to determine the segmentation 

coordinates of the ventricles from the extracted features.  

A. Segmentation of the ventricle using a regression model 

We need a regression model to find the segmentation co-

ordinates of the ventricle in an image after feature extraction. 

A new sequential model was built in Keras for this regression 

model involved in the segmentation and the calculation of the 

ejection fraction. This model is composed of four layers of 

128 neurons and an activation with the ReLU function, and a 

final layer with 42 neurons and an activation with a linear 

function. The weights of the model are adjusted with the 

Adam optimizer, and the model is evaluated by mean square 

error. 

For the ventricle at the end of diastole and end of systole, 

we separately created two regression models with this archi-

tecture for each model presented previously in Section III. 

Each model was trained using the data from EchoNet-Dy-

namic. The input of the two models is a feature vector of a 

ventricle image. The output of the first model is the list of the 

abscissa of the coordinates that segment the ventricle, and the 

output of the second one is the list of the ordinate. We used 

this method for the end of diastole and end of systole. Then, 

we put the abscissa and ordinate together to have the full list 

of coordinates.  

To conclude, once the model is trained and validate, we 

took test images, put them in one of our models that extracts 

features. Then, we put the feature vectors in two regression 

models to estimate the boundary of the ventricles from the 

images,  for the end of diastole and systole. Figure 2 illus-

trates  the segmentation (in red) of a ventricle at the end of 

diastole.  

 

Figure 2 : Representation of the segmentation using VGG16 (red points)   

B. Segmentation with U-Net 

We also used U-Net[8] to segment the ventricle. We 

trained U-Net with the data of EchoNet-Dynamic. The input 

of U-Net is a ventricle images from our dataset, the output is 

a binary segmentation mask, that indicate for each pixel if it 

is contains by the ventricle or not (see Figure 3). In Figure 3, 

the part in blue is the segmentation of a ventricle made by the 

U-Net model that we trained, and the red points represent the 

ground truth made by the specialists in EchoNet-Dynamic. 

[8] 

 

 
 

Figure 3 : Representation of the segmentation of a ventricle with U-Net 

(blue) and its ground truth (red).  

V. ESTIMATION OF EJECTION FRACTION USING THE 

SEGMENTATION 

Once we have models that segment a ventricle with its im-

ages at the end of diastole and systole, we can build other 

models that determine the ejection fraction. For each of our 

models, we plot learning curve in order to avoid overfitting 

and underfitting. 

First, with the list of coordinates of the boundary that we 

determine, we can easily find the number of pixels inside a 

ventricle. For a video in EchoNet-Dynamic, we have the seg-

mentation of the ventricle at the end of diastole, and the seg-

mentation at the end of systole. So, for these two different 

times, we know the number of pixels inside the ventricle, and 

we calculate the difference. Thus, for a video of the dataset, 

we know the difference of pixels in the ventricle between the 

end of diastole and end of diastole. With this, we trained a 

another linear regression model, which takes as input the dif-

ference of pixels between the end of diastole and end of sys-

tole. The output is the value of the ejection fraction. To train 

the model, we used the theoretical ejection fraction values 

(ground truth) that are indicated in the dataset.  

Then we can test the complete model from the beginning 

on test images (not used during training). To summarize, 

these images of tests go through one of the segmentation 

models, then we determined the difference of pixels between 

the end of diastole and systole, and with this value, a regres-

sion model determined the ejection fraction.  

VI. RESULTS AND CONCLUSION 

In this part, we will present the results and compare them 

to the results obtained by echocardiograms specialists [4].  

In the figure 1-4, we can see the evolution of MSE for 

ejection fraction, with the training sample size. It corresponds 
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to the four segmentation models that we built. We can see on 

these curves, that at the beginning, the precision improves 

and then is stabilized with the increase of the training sample 

size.  

 

 

  
Figure 4 : Evolution of the ejection fraction MSE with the training sample 

size for our four models  

  

The best result is obtained when the segmentation model 

is U-Net, we reach a mean absolute error of 9,27%. It’s also 

in this model where we have the best segmentations. We ob-

tain better results when the segmentation model is using 

VGG16 fine tuning, than the classical transfer learning with 

VGG16, which is logical. And we obtain slightly better re-

sults with DenseNet121 trained on RadimageNet than 

VGG16 with fine tuning as segmentation model. 

We compare our best model (with U-Net) with the result 

of the Stanford university and the values obtain by special-

ists. our model reaches a mean absolute error of 9,27%, while 

an echocardiogram specialist estimate ejection fraction with 

a mean absolute error of 5%. [4] Our best result was reach by 

training the model on 3000 images and testing it on 521 im-

ages.  

With our different models, we outline the importance of a 

accurate segmentation to have a good ejection fraction esti-

mation. It was also the most challenging part, because in a lot 

of images the boundary is not very clear.  

In conclusion, we proposed a two stage method for the 

evaluation of the ejection fraction of the heart using EchoNet-

Dynamic. We built three different models with transfer learn-

ing and one model that use an encoder and a decoder (U-Net). 

These models were link to regression models that we built 

and studied with learning curves. With these models, we ob-

tained some precise results, not far human performances. 

Also, a pretrained network specifically tailored for medical 

images (RadImageNet) was evaluated for transfer learning. 

Such approach might be very useful in future works.  
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