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Abstract— Serious Games and associated data analytics of-

fer the potential of a complementary means of detecting early 

signs of mild cognitive impairment (MCI), which is often a pre-

cursor to more serious forms of dementias. As with all diseases 

and illnesses, the ability to mitigate the impact of the illness is 

directly correlated to early detection and intervention. In this 

work, a representative serious game is used to capture a “cogni-

tive fingerprint” of a person’s play, which is then used to ana-

lyze and visualize play. The long-term objective of the research 

is to demonstrate that data collected from serious games may be 

used to detect cognitive difficulties that may be pre-sympto-

matic, and outside the scope of normal age related cognitive de-

cline. The present work assesses the viability of the platform for 

this purpose and opportunities in data visualization, but does 

not include clinical testing for MCI.   
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I. INTRODUCTION  

It is increasingly apparent that serious games are a becom-

ing rich source of data associated with many aspects of men-

tal health. Other researchers have surveyed current research 

and development of serious games for mental health data 

[1][2]. While there are other games on the market that claim 

to do ‘brain training’ to maintain cognitive function or poten-

tially delay MCI, no game has been developed to detect MCI 

it – a subtle but important distinction. This work focuses on 

analyzing data from games toward MCI detection [3].  

This paper briefly describes a serious game developed 

within the research group, denoted WarCAT, which illus-

trates a game’s ability to capture a player’s cognitive function 

related to strategy development, memory, recall, and other 

executive functions. We then briefly present an initial at-

tempt to classify play using synthetic agents playing with 

various degrees of impairment. Limited success using vari-

ous machine learning techniques prompted a more direct sta-

tistical approach of inferring cognitive ability by analyzing 

specific strategies a person may use or develop based on de-

tailed moves made within the game. This process provided a 

data visualization of a person’s “cognitive fingerprint” of 

play.  The data visualization and rules of inference associated 

with play will be presented in detail with examples extracted 

from a small tournament.  

II. WARCAT  

WarCAT is a simple mobile game based on the familiar 

card game of WAR. Our variation is that a hand of 5 cards is 

dealt to the player, who can play them in any order they 

choose. The person is playing against a “bot” or machine that 

has also been dealt 5 cards (unseen by the player).  The player 

and the bot both lay a card, and the higher card wins. The 

bot’s strategy of play is to play its cards one at a time in de-

scending order. There are other variations of bot strategy, but 

for the purposes here, this particular strategy is sufficiently 

representative.  The player’s challenge is to recognize that 

the bot is playing a strategy, and to consistently counter the 

strategy in one’s own play. 

 

 
Fig. 1 Screenshot of one hand and instance of play.  

Figure 1 illustrates a hand that was dealt and an instance 

of play. The player selected a 3 as the fourth card played 

against the bot’s fourth card which was a 7. In this case, the 

bot won the hand. A game lasts for 50 (settable parameter) 

hands of play, at which time a player levels up. There are a 

programmable number of levels but for purposes of discus-

sion, three will suffice. In the base version of the game, the 

bot does not change its strategy at subsequent levels. Other 
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variations of the game have both changing strategy at subse-

quent levels, e.g. playing its cards in ascending order or other 

variations. At this time, as much player data as possible is 

collected, including the card played for each hand on both 

sides, whether the player won or lost the hand, the score, and 

timing information. From this, considerable information can 

be inferred as to whether (and how quickly) the player recog-

nized and countered the bot’s strategy, remembered the strat-

egy to consistently beat the bot (when possible), or experi-

enced points of confusion or momentary “loss of set” – i.e. 

forgetting the strategy, and then re-learning it (or not) at some 

later point in the game.  As the cards are dealt stochastically, 

there is an inherent potential for confusion, for instance as a 

consequence of knowing that one played a winning strategy 

yet still lost the hand – which is a situation that happens ap-

proximately 25% of the time with the scoring system cur-

rently in use and playing a “good” strategy to beat the bot.  

The scoring system scores a narrow margin of victory 

more significantly than by beating the bot by a wide margin. 

The score for each card played with a hand is: 
𝑠𝑐𝑜𝑟𝑒 = 13 − (𝑊𝑖𝑛𝑛𝑖𝑛𝑔 𝑐𝑎𝑟𝑑 𝑣𝑎𝑙𝑢𝑒 − 𝐿𝑜𝑠𝑖𝑛𝑔 𝑐𝑎𝑟𝑑 𝑣𝑎𝑙𝑢𝑒) 

unless there is a tie, in which case the score for that play is 0. 

This also supports strategy learning through reinforcement.  

 By contrast, a simple scoring system would award a 

point to the player or bot depending upon who simply had the 

higher card. The difficulty with simple scoring is that it is 

more difficult to play a winning strategy and more consist-

ently win. With simple scoring, a person can expect to lose 

(as a consequence of the stochastic nature of the cards) ap-

proximately 35% of the time. It is easier to learn a winning 

strategy through reinforcement if one wins more often. 

III. MACHINE LEARNING FORAYS  

Initial attempts to use Machine Learning (ML) to classify 

play used synthetic input data generated by bot vs. bot play 

(computer agents), where one bot played at various degrees 

of impairment to mimic a human player with none-to-some 

MCI, while the other bot played their strategy consistently.  

Data were generated by bots that would play either a winning 

strategy or a random strategy governed by Bernoulli trials. 

For example, a bot would play at random with a probability 

p and a winning strategy with a probability of (1-p). The im-

pairment model was improved to include impairment of a 

bursty nature using a process for modeling bursty channels 

[4].  

The ML techniques investigated using synthetic data in-

cluded dense neural networks (DNN) and convolutional neu-

ral networks (CNN) within the TensorFlow framework [5]. 

In both cases, the classification accuracy after training was in 

the mid-90%. Effectively, these results are a result of an ac-

curate inference of whether the play was impaired or not. 

Having an accurate inference of whether the play was im-

paired of not would lead to similar (a few % less accurate) 

classification from simple statistics alone.  

IV. INFERENCING AND DATA VISUALIZATION  

These observations lead to a more deliberate approach on 

attempting to differentiate impaired play from a player delib-

erately choosing an adaptive strategy with respect to the cards 

played by the bot. Even though WarCAT is simple and ap-

parently straightforward, interpreting play (confused vs. 

adaptive) is difficult. This difficulty would be compounded 

if the game were any more complex. 

A. Re-Interpreting Strategy 

Much of the following is based on actual play and obser-

vations made during play, which has led to re-examining a 

person’s optimal strategy. Knowing that the bot is always 

playing high to low cards, a reasonably good strategy which 

one could already consider as “perfect play” is to consistently 

play one’s lowest card first followed by highest to lowest. In 

this strategy, the first card is sacrificed to see the bot’s highest 

card. This strategy leads to wins approximately 75% of the 

time, but doesn’t account for more subtle decision making 

during the hand. However, there are other strategies which 

may also lead to equal or better results. In order to evaluate 

the 120 possible basic strategies, defined as the possible per-

mutations of the five cards, we performed a simulation ex-

periment where 10M games were played against a bot that 

always plays its cards high to low. We further analyzed the 

results by storing information about the lowest and the high-

est card value, as more advanced players might use this in-

formation as input to a more adaptive strategy. Our results 

show that looking at all 78 possible combinations of lowest 

and highest card, 23 different permutations of cards lead to 

the best results at an average for at least one combination of 

lowest and highest card.  

TABLE I: Winning strategies with respect to the lowest and 

highest card. Note that other strategies are minor variations. 

ID Sequence Description 

1 1-2-5-4-3 Sacrifice first two lowest cards at first and sec-

ond position. 

2 1-5-4-3-2 Sacrifice lowest card at the first position. 

3 1-5-2-4-3 Sacrifice first two lowest cards, but the second 
best card at third position. 

4 5-4-3-2-1 Play high to low 

5 5-1-4-3-2 Sacrifice lowest card at the second pos. 

6 2-1-5-4-3 Sacrifice first two cards (second best first) 

7 5-4-3-1-2 Sacrifice lowest card at the forth pos. 

8 5-4-1-3-2 Sacrifice the lowest card at the third pos. 
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If a player always plays an adaptive strategy, then the re-

spective sequence to play their cards based on the present 

combination of the lowest and highest card (in their hand) 

leads to the percentage of wins increasing to about 83.4%. 

The main eight of the 23 strategies are given in Table I. 

If we reduce the number of different strategies to four (IDs 

1, 2, 4, 5), we obtain a rather manageable set of strategies and 

combinations of lowest and highest cards and when to use 

them. The percentage of games won is still very high with a 

value of about 82.7%.  

Note that if a player also takes into account the first card 

played by the bot and then adapts their strategy based on that 

card, the chance of winning further increases by about 1%. 

Looking at the limited number of games a player com-

pletes in one round, the difference between these two ap-

proaches is hardly recognizable and statistically insignifi-

cant. We therefore differentiate a few main strategies that 

actually lead to statistically significantly different results 

which a player may actually recognize playing only a few 

rounds. 

Table II estimates the expected points awarded based on 

the strategy played. For example, if a player played at ran-

dom, the average number of points expected would be 0. If 

they developed a strategy of consistently sacrificing their first 

card followed by playing their cards from high to low, their 

expected points per hand would be 16.6. Within one level, a 

person would play 50 hands, and if they proceeded to play 

that strategy, they would end up with approximately 50*16.1 

points.  

TABLE II: Expected points per hand, based on strategy played 

ID Strategy Avg. points 

1 Random 0 

2 High to low 0 

3 Low to high 0 

4 Sacrifice first card, rest high to low 16.6 

5 Sacrifice first two lowest cards, rest high to low 
(lowest at pos. 1) 

16.1 

6 Adaptive (1): If the value of second lowest card 

< 8 then sacrifice two cards, else one 

18.1 

Overall, we can vary the strategy a player follows as the 

first step, and then analyze if the player gets distracted from 

that strategy over time. However, there are a number of com-

plexities that need to be taken into account.  A player may 

tend to deliberately change strategy over time to improve 

their overall score. These variations make it more difficult to 

infer moments of confusion or loss of set. 

The first three strategies can be differentiated by the se-

quence played, even though the average score does not differ. 

One can use a simple distance measure for comparing two 

sequences played, denoted as P1 and P2, where posj states the 

position of the j-lowest card in the sequence: 

𝑑𝑖𝑠𝑡 =  ∑ 𝑎𝑏𝑠(𝑝𝑜𝑠𝑗
𝑃1 − 𝑝𝑜𝑠𝑗

𝑃2)5
𝑗= 1    (1) 

Computing the average distance for the last n games to the 

(best) sequence of the respective main strategy (2-7), one can 

analyze the current distraction as a deviation from the opti-

mal sequence of the strategy the player follows momentarily 

(except for random play). Taking into account the average 

score obtained using a specific strategy, one can further com-

pare the average score the player achieved with the respective 

expected value. This information might give further insights 

into why a player changes strategy, i.e., if the actual score is 

lower than the expected value (computed by our simulation 

experiments), there might be a higher probability that a 

player got distracted from the chosen strategy. 

The classification on whether and how significantly a 

player’s behavior reflects a cognitive impairment needs to be 

corrected by this influence. Furthermore, one needs to take 

into account a learning curve, such that we compare a 

player’s current play to the best strategy learned so far. This 

means that the “perfect play”, as introduced above, is actually 

to be considered as dynamic if one wants to judge the influ-

ence of cognitive decline. 

B. Visualization of a Cognitive Fingerprint 

In order to better understand the patterns of play, a tech-

nique was developed to visualize an inferred strategy, dura-

tion of play at that level, and overall score achieved during 

play  (see Fig. 4 for further explanation)..  

 
Fig. 4: Visualization of winning play  

To illustrate this with real data, a small tournament was 

organized early December 2018 to play for fun with an in-

centive of the high score receiving a $100 prize. This was an 

informal tournament that allowed the collection of a small 

player pool of anonymous data. The objective was simply to 
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explore the visualization of data extracted from play. The 

tournament consisted of games of 3 levels of play where the 

bot would play its cards from high to low at each level. Each 

level consisted of 50 hands. Players were allowed to play 

multiple times. University research ethics approval was ob-

tained to assess the game hedonics, software verification, and 

to illustrate the interpretation and visualization of game-

play.  The tournament was not carried out to assess MCI. 

Based on the inferences of Section IV(A) the data was dis-

played on a polar plot with coordinates governed by the time 

of the hand and an inference of the strategy of play. Figure 4 

illustrates play by the winner of the tournament. In this case, 

most of the play was inferred to be Advanced, with only a 

small portion inferred as Random or Basic.  

Another example of play is visualized in Fig. 5. The player 

was an adolescent who had never seen the game previously. 

Various strategies of play can be seen as the person quickly 

developed more advanced strategies.  

 
Fig. 5: Visualization of novice play 

 
Fig. 6: Visualization of random play during game 

Figure 6 illustrates a selection of inferences made of Ran-

dom or Basic strategies of play, and these features that are 

conjectured to be useful as ML inputs. As with many ML ap-

plications, data preprocessing is essential in obtaining useful 

and accurate predictions. Figure 7 illustrates a visualization 

of the best play seen to date.  
 

 
Fig. 7 Visualization of best play to date 

V. CONCLUSIONS  

Building serious games for MCI detection and attempting 

to extract players’ patterns of play to assess cognitive ap-

proaches during play is very difficult. Even at the level of our 

very simple game, analyzing data is complex. These com-

plexities will be compounded by the subtleties of MCI and 

the real (future) challenges of labeled data. Future work will 

be in developing agents or bots that will learn to beat the 

game consistently, for the purposes of emulating human play. 

Depending upon the degree of agent training, it may be pos-

sible to label various levels of play or impairment. These type 

of synthetic data will be visualized with the methods devel-

oped here as well as with CNNs for more accurate predictions 

of cognitive impairment distinct from normal cognitive de-

cline.  
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