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Abstract— C-arm positioning is a critical step of the surgical 

workflow. The traditional method is often time consuming and 

results in additional radiation exposure to the patient and sur-

gical staff. We propose a user interface that allows surgeons to 

interact with a simulated X-ray 3D reconstruction of the pa-

tient’s anatomy. Optimal views chosen by the surgeon with the 

simulated X-ray are used to calculate the C-arm position re-

quired to achieve that view. The proposed system uses pre-op-

erative CT data to generate a 3D model, and inverse kinematics 

with 6 degrees of freedom to calculate the C-arm joint parame-

ters. Day of surgery patient position variations are factored in 

through registration methods using the Kinect. Quantitative re-

sults were validated by comparing outputs with ground truths, 

and results indicate our method can output C-arm position val-

ues close to the truth considering the limitation of working with 

truncated values. Automatic positioning reduces radiation by 

minimizing typical positioning errors. Future work will include 

the integration of radiation exposure measurements and visual-

ization into the user interface.   

Keywords— Inverse Kinematics, C-arm, X-ray, Patient Reg-

istration, User Interface. 

I. INTRODUCTION  

Mobile C-arm devices are used in a variety of modern sur-

geries and require the positioning of the C-arm by surgical 

staff to facilitate surgical navigation. The current method re-

lies on the expertise of the surgical staff, however, due to the 

uniqueness of each patient’s body, surgical team miscommu-

nication, inexperience, and other uncontrollable factors, the 

positioning often requires acquisition of multiple X-rays be-

fore reaching the desired view that the surgeon requires [1]. 

This method exposes the patient and all nearby surgical staff 

to large doses of radiation and time loss that could be avoided 

[2].  

Previous work has proven the theoretical viability that the 

C-arm position can be calculated using the region of interest 

and the beam direction [3]. This inverse kinematic approach 

allows for the positioning of the C-arm by inputting the pa-

rameters of the end beam outcome. The application of such 

an approach has been shown through virtual reality guided 

positioning, useful for training staff [4]. The key factor in 

achieving clinical relevance is the ability to visualize the hid-

den anatomy of the patient prior to surgery and maintain ac-

curacy so that the proposed C-arm position delivers the exact 

image. Other works have clinically tested the use of pre-op-

erative CT images to simulate the X-ray view, allowing sur-

geons to manipulate and choose their X-ray desired view [5]. 

The study implementation was tested during surgery, and re-

sults were positive that the output joint parameters allowed 

for quick C-arm positioning that matched the views picked 

pre-operatively with minimal error.  

We propose a user interface that uses pre-operative CT im-

ages to mimic the C-arm X-ray view, which can be used by 

surgeons to find their desired views. In this way, the surgeon 

can directly choose the outcome of the C-arm X-rays without 

worrying about the complex issues with positioning. These 

views can be used in an inverse kinematic calculation to de-

termine the C-arm position. Our approach uses 6 degrees of 

freedom, greater than what has previously been accom-

plished, to allow for more flexibility and range of motion for 

the C-arm positions. Patient registration prior to surgery can 

help increase the accuracy of positioning by considering de-

viations from the body position during the CT scan. 

II. METHODOLOGY 

A. DICOM image viewer and 3D reconstruction 

The prototype was created in Unity and programmed in 

C#. With the help of the open source software ITK, DICOM 

images of the patient can be loaded into the application and 

are used to create a patient specific simulation. The data from 

these DICOM images is extracted to give patient information 

and image data. The image data is reconstructed to create the 

typical three plane views that physicians require; coronal, 

transverse, and sagittal. The 3D pixel volume is then seg-

mented using dual threshold segmentation to isolate vascular. 

We use aortic aneurysms as an example clinical focus, so the 

segmentation isolates the main arteries from nearby tissue. 

This volume is then converted to a 3D model using a volume 

to mesh generation algorithm. This 3D model can then be 

used in the views portion of the interface. 

B. Inverse Kinematics 

In order to obtain the C-arm position, a set of equations to 

perform the inverse kinematics must be determined. Figure 1 

shows the point of interest and a blender model of the C-arm 
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joints used to obtain the mathematical model. In this model, 

the six degrees of freedom are: movement of the base in the 

x-axis, movement of the base in the y-axis, height change in 

the z axis, wig-wag rotation with respect to the z-axis from 

the base, tilt rotation of the C around the x axis, orbital rota-

tion of the C around the y axis. 

 

 

Fig. 1 Point of interest in the C-arm  

Figure 2 displays the model of the five joints in order to 

obtain six degrees of freedom. This configuration allows the 

C-arm to be positioned with any arbitrary coordinates, being 

constrained only by the physical restrictions of the device it-

self. The input to the mathematical model will be the set of 

coordinates and rotations {x, y, z, Wig-wag, Tilt, Orbital} from 

the point of interest. Table 1 shows the Denavit-Hartenberg 

parameters [7] used to build the inverse kinematics model. 

 

 

Fig. 2 Modeled C-arm 

Table 1 Denavit-Hartenberg parameters for the C-arm 

 

Joint  d a  

1 0 0 q1 0 

2 π/2 0 q2 0 

3 0 L1+q3 
0 π/2 

4 -π/2+q4 0 0 -π/2+q4 

5 -π/2+q5 L2 
L3 π/2 

6 π/2+q6 0 L4 - π/2 

 

Several tests were performed to evaluate quantitatively the 

results obtained from the inverse kinematics equations. These 

tests were implemented by first considering the coordinates 

and the three rotations of the point of interest (user values). 

Then, applying the inverse kinematics equations we obtained 

the output parameters qn, where n represents a joint index as 

shown in Figure 2. To verify that the result is correct, forward 

kinematics was performed by using the same qn parameters. 

This should theoretically return the same coordinates and ro-

tations of the point of interest (computed values). The test 

was performed 1000 times using Matlab® on a Macbook Pro 

2.5 GHz Intel Core i5 to verify the difference between the 

user values and the computed values using forward kinemat-

ics. 

C. Patient Registration 

To minimize variation between the patient position during 

the CT scan and during the operation, patient registration was 

incorporated into interface. The application is connected to a 

Kinect that would ideally be mounted on the C-arm device, 

close to the X-ray source. A point cloud taken from the Ki-

nect of the patient’s body on the surgical table, and a second 

point cloud generated from the surface body of the CT scan 

is compared. Rigid, affine, and non-rigid registration meth-

ods using the Coherent Point Drift algorithm developed by 

Myronenko et al [6] is used to generate a transformation ma-

trix T that consists of a translation vector and rotation matrix. 

These values can then be integrated into the inverse kine-

matic equation chain to determine the necessary adjustments 

to the C-arm joint parameters. The algorithms were validated 

by applying the translation and rotation manually, and then 

inputting the result to the algorithm to see if it can determine 

what transformations were applied. This method still used a 

Kinect generated point cloud and CT generated point cloud 

even though the transformation was manually applied. Four 

possible methods of registration were compared: rigid with-

out scaling, rigid with scaling, affine, and non-rigid registra-

tion. 
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III. RESULTS 

Figure 3 shows the user interface for the DICOM tab. Here 

the DICOM images are loaded by entering a file path, and 

slices from all three planes are shown. On the right, the out-

put of the CT image data to 3D model is shown. This model 

will be used in the next portion of the interface.  

 

Fig 3. DICOM view tab of the user interface 
 

Figure 4 showcases the main feature of the interface, the 

ability to choose your desired views. On the left is an inter-

active X-ray simulation that can be manipulated by touch or 

mouse by the surgeon to rotate the model. Alternatively, spe-

cific values can be inputted in the middle input area. The right 

model shows a simulation of the results of the inverse kine-

matic equations. The calculations are done instantly to pro-

vide a fluid interactive experience. 

 

Fig 4. Two samples of the Views tab of the user interface 

Table 2 Example of inverse kinematics outputs (qn parameters) using input 

user values 

variable x y z Wig’Wag Tilt Orbital 

user 1.0 0.7 2.0 0 30 0 

computed 0.97854 0.13342 1.7791 0 30 0 

Table 3 Example of forward kinematics to output user values 

variable qx qy qz qWig’Wag qTilt qOrbital 

computed 0.97854 0.13342 1.7791 0 30 0 

user 0.93613 0.7 1.9894 0 30 0 

 

An example of the comparison between inverse and for-

ward kinematics is shown in Tables 2 and 3. Table 2 shows 

the user values for coordinates and rotations, as well as the 

inverse kinematics computed values result. Table 3 shows the 

computed values as input to perform the calculation to get 

back to coordinates and rotations. The result should be equal 

to those of the user values in Table 2. 

Patient registration was validated by examining resulting 

point cloud and matrices. Standard deviations were calcu-

lated by calculating the difference between the input trans-

formation matrix and the output matrix. Table 4 displays the 

standard deviations achieved through each registration 

method. 

 
Table 4. Standard deviations results of each registration method 

 

 Rigid without 
scaling 

Rigid with 
scaling 

Affine Non-
rigid 

No transformation 0.0121 0.0067 0.0018 0.0006 

Only translation 0.0121 0.0067 0.0018 0.0006 

Translation and 

rotation. 

0.0122 0.0067 0.0018 0.0006 

 

Visual results of non-rigid registrations are visualized in 

Figure 5. Here, the near perfect overlapping of the point 

clouds indicates a successful registration, which corresponds 

to the low standard deviation seen in Table 4. 

 

 
 

Figure 5. Results of non-rigid registration between original point cloud 

(blue) and registered point cloud (green). 
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IV. DISCUSSION  

The successful prototype showcases the entire workflow 

from inputting CT data to outputting C-arm positions. The 

inverse kinematic approach can output C-arm positions for 

all combinations of input parameters that fall within the 

threshold range of allowable values. Registration can detect 

variation in position and rotation between point clouds with 

a low standard deviation, and this transformation matrix can 

be used to increase the accuracy of results on the day of the 

surgery. The significance of our design is the complete inte-

gration of many different features that together increases the 

clinical relevancy of the prototype. Previous work used pre-

generated models, however, views generated from one pa-

tient might not be relevant or optimal for the next [5]. By us-

ing pre-operative CT scans to generate our anatomical mod-

els and views, we ensure that the surgeon is viewing relevant 

data, providing increased clinical benefit.  

The study uses inverse kinematics to determine C-arm po-

sition, and forward kinematics to compare the results. The 

obtained results show that the error rate is between 3 to 7 per-

cent of the user values. This is due to the rounding of values 

in computers. Since our algorithms are based on trigonomet-

ric functions, the computed values are truncated as we are 

using a maximum of 5 digits to compute values such as sin 

(). The validation of the inverse kinematics by using real 

parameters will be explored as future work, as well as im-

proving the approach to eliminate these errors. Compared to 

the 2 to 5 degrees of freedom used in previous studies, we 

broadened our approach to 6 degrees of freedom, allowing us 

to calculate a wider range of C-arm positions. In the future 

we hope to increase our approach to 9 degrees of freedom, 

integrating the surgical table into the equation, which will al-

low us to achieve an almost complete range of motion of po-

sition possibilities.  

Finally, the integration of registration methods into our 

calculations was critical to increasing accuracy. The results 

show that non-rigid registration methods, which have the 

lowest standard deviation, should be used in the final imple-

mentation. In the future, the registration will be validated in 

the clinical environment using an actual C-arm. 

 There are a few limitations to the protype that are cur-

rently being improved. The current method uses a 3D recon-

struction as the X-ray simulation. This methodology does not 

achieve the similarity to the X-ray that would be expected, 

and so a necessary improvement that is being made is the in-

tegration of digitally reconstructed radiography. This method 

uses ray casting algorithms similar to how an X-ray functions 

to generate digital images similar to X-rays. Integrating this 

functionality will make it easier for surgeons to envision the 

view they have in mind, as the simulation will more closely 

resemble the X-ray outcome of a C-arm.  

V. CONCLUSION 

 The integration of CT images, inverse kinematics, and 

body registration into a complete user interface package is a 

key step in accomplishing the perfect clinical C-arm position-

ing tool. These initial steps lay the foundation to develop and 

prepare the interface for clinical studies, where the data col-

lected will be vital to perfecting our approach for clinical use. 

This interface will also allow us to capture the knowledge of 

surgeon’s and experienced staff in a way that can be quanti-

fiable for future use in artificial intelligence. This work will 

hopefully revolutionize the current methodology used in the 

surgical workflow, ultimately benefitting both the patient and 

surgical staff. 
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