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ABSTRACT

In this work, a deep convolutional neural 
network (CNN) is developed to identify 
individuals using their electrocardiogram (ECG) 
signals that are collected by OMsignal apparel 
from 33 women while doing their daily 
activities. The signature windows including 10 
consecutive heart beats are extracted from the 
filtered ECG signal to be applied to the CNN 
model. The network performance is evaluated 
on validation and testing data sets. On 
validation and testing data sets created from 
different recordings of the same participants, 
an overall window accuracy of 95.25% and 
95.95% are respectively achieved. Using 
majority voting classification across all collected 
windows, 100% of the participants with more 
than five ECG daily recordings are correctly 
identified.

One of the main advantages of this work 
besides high accuracy, is to simplify the feature 
extraction process and to remove the need for 
extracting hand-crafted features unlike 
conventional methods avai lable in the 
literature.

INTRODUCTION

ECG is a low-cost, noninvasive measure of 
cardiac electrical activity. Recently, it has also 
become a popular and secure tool to recognize 
i nd i v i dua l s be s i de s f a c i a l geome t r y , 
fingerprints, iris and voice. Comparing to 
common commercial biometric systems, ECG-
based identification has several advantages 
such as greater fraud resistance, good accuracy 
even in abnormal cases, low sensitivity to noise 
and ease of acquisition. 

In most of the available literature, multiple 
features are extracted from the ECG signal 
fiducial points representing ECG attributes 
allowing to recognize the specific person using 
inter-subject variability [1]-[2]. However, the 
fiducial points detection is an error prone 
strategy that can be affected by changes of the 
signal slopes, inverted or abnormal waves, 
noise and artifacts. 

Recently, deep learning (DL) neural 
networks and in particular Convolutional Neural 
Networks (CNN) have gained a lot of interest in 
multi-dimensional signal processing problems 
due to their strong capabilities in various 
applications such as object detection and 
classification in computer vision and time-series 
analysis [3]-[5].

In this work, an automatic and robust deep 
feature learning process using a convolutional 
neural network (CNN) is deployed to learn 
intrinsic features from the raw ECG data to 
perform human identification without having 
any complicated feature engineering process. 
The effectiveness of the proposed algorithm is 
evaluated on 33 women participating in the 
OMsignal MyHeart project. The participants 
used OM apparel to record ECG on a daily basis 
during six weeks. After pre-processing to 
remove noise and baseline wander, the filtered 
ECG signal is applied to the CNN. The proposed 
ECG-based human identification strategy using 
our CNN model is depicted in Figure 1. 

SIGNATURE WINDOW EXTRACTION

This section explains how the signature 
windows are extracted from the ECG signal. 
Multiple steps are defined as follows to perform 
signature window extraction:

The 41st Conference of The Canadian Medical and Biological Engineering/La société canadienne de Génie 
Biomédical

Page 1 of 4



 



 



identify people with a fairly high accuracy per 
signature window, which makes it a suitable 
approach for human identif ication and 
authentication systems. Moreover, the 
promising performance of this ECG-based 
human ident i f ica t ion system prov ides 
encouraging evidence that OM apparel 
provides a high quality ECG signal that if 
combined with machine learning algorithms will

Table 2: Accuracy rates for MyHeart 
participants in Group A.

Subject ID Validation 
Accuracy Rate

Testing 
Accuracy 

Rate
1 0.94 0.86

2 0.98 0.99

3 0.96 0.94

4 0.99 0.99

5 0.89 0.98

6 0.96 0.96

7 0.84 0.96

8 0.88 0.85

9 1 1

10 0.99 0.99

12 0.99 0.99

13 0.86 0.98

14 0.99 0.96

15 0.96 0.99

16 1 1

17 0.95 0.83

18 0.88 0.96

19 0.98 0.99

21 0.99 0.99

22 0.98 0.99

25 0.99 0.99

27 0.96 0.99

28 0.99 0.94

29 0.98 0.83

31 0.99 0.99

33 0.98 0.98

Mean 0.96 0.96

enable one to find subtle patterns useful for 
multiple applications such as authentication 
system, cardiac activity monitoring applications 
and arrhythmia detection. 

Table 3: Accuracy rates for MyHeart 
participants in Group B.

Subject ID Validation 
Accuracy Rate

Testing 
Accuracy Rate

11 0.93 0.96

20 0.62 0.47

23 1 0.97

24 0.99 0.93

26 0.89 0.89

30 0.22 0.93

32 0.29 0.9

Mean 0.7 0.86
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