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Abstract— This paper introduces an adaptive 

phoneme-based multi-expert speech recognition system 

using the myoelectric signal (MES). The MES produced 

by the speaker’s facial muscles can be used as another 

expert system to enhance recognition accuracy in noisy 

situations. In previous work, ten words are recognized 

by phoneme-based classifier. In the current study, an 

expanded set of words has been classified phonemically 

by an HMM classifier trained at the phoneme level using 

a subset of all the words. The raw MES signals are 

rotated by class-specific rotation matrices to spatially 

decorrelate the measured data prior to feature 

extraction. In a post-processing stage, an uncorrelated 

linear discriminant analysis (ULDA) is used for 

dimensionality reduction. The resulting data are 

classified through an HMM classifier to obtain the 

phonemic log likelihoods, which are mapped to 

corresponding words using an artificial neural network. 

It is shown that these methods provide a recognition 

accuracy of 89% when classifying an expanded lexicon 

containing the same phonemes as the ones used by the 

training set. As a result, the new words are recognized 

from the phoneme structure without retraining the HMM 

classifier. 

INTRODUCTION 

The performance of traditional Acoustic Speech 
Recognition (ASR) system tends to deteriorate with high 
ambient noise levels. Therefore, a single expert ASR 
system cannot be a practically functional alternative 
control technology in an aircraft flight cockpit. Since the 
1980s, research has been done to extract speech 
information from myoelectric signals (MESs) during 
speech. Initial studies showed that the classification 
accuracy of MES systems always stayed above the a 
priori classification accuracy, demonstrating the 
presence of speech information in the MES [1] [2]. To 
enhance the performance of the ASR system, 
specifically in noisy environments, Chan et al. [3] 
proposed a multi-expert automatic speech recognition 
system combining both traditional ASR and MES 
classification. Classification accuracies remained above 
78.8% across the 18-dB range of acoustic noise of a 
ten-word vocabulary. The improvement encouraged 
further research in the MES-ASR system. Scheme et al. 
[4] modified the structure of Chan’s classification 
system and built a phoneme-based MES speech 

 
 

recognition system. The work improved the 
classification accuracy and more importantly allows the 
system to easily expand its lexicon. To explore this 
advantage further, the current study collected both 
acoustic and MESs from one subject while 20 words 
were spoken. The HMMs were trained using the data 
from 11 words, and tested using all data. It was shown 
that the performances of the MES expert deteriorated 
as more words were added in the testing set. This may 
due to increasing variance of the MESs and the limited 
training database. To increase the performance, 
preprocessing, dimensionality reduction, and post 
processing have been added to the original system. A 
schematic diagram of the whole system is presented in 
Figure 1. In the methodology section, a general 
introduction will be made for the three new components. 
The improvement of classification accuracy will be 
presented in the results section, and future 
improvements will be discussed in the conclusion 
section.  

 

Figure 1: The block diagram of the whole system. 

METHODOLOGY 

Data Collection 

One subject’s data were collected for both an 
acoustic channel and MES channels. Five facial 
muscles were used for MES signal collection [3] [4]. 
Twenty words with a reasonably even distribution of 20 
phonemes (listed in Table I) were chosen as the test set. 
A subset of 11 words containing all the 20 phonemes 
were picked as the training set. In the data collection 
experiment, a graphical user interface [4] was 
developed to show the words randomly and display the 
collected multi-channel signals in both the time and 
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frequency domains. Each word in the training set was 
repeated 50 times randomly, 60% of which were used in 
the training set while the remaining ones were used for 
the testing set.  

Table II: Word list and phonemic breakdowns. The first 
11 words in the table also appeared in the training set 

Word Phonemic 

Breakdowns 

zero /z/ /i/ /r/ /ou/ 

one /w/ /A/ /n/  

two /t/ /u/   

three /th/ /r/ /i/  

four /f/ /o/   

five /f/ /ai/ /v/  

six /s/ /I/ /x/  

seven /s/ /E/ /v/ /n/ 

eight /ei/ /t/   

nine /n/ /ai/   

east /i/ /st/   

zoo /z/ /u/   

very /v/ /E/ /r/ /i/ 

throw /th/ /r/ /ou/  
sweet /s/ /w/ /i/ /t/ 

wait /w/ /ei/ /t/  

sight /s/ /ai/ /t/  

north /n/ /o/ /th/  

west /w/ /E/ /st/  

fox /f/ /o/ /x/  

 

Preprocessing 

In the preprocessing stage, a Principle Components 

Analysis (PCA)-based method was applied to sharpen 

the patterns of the MES data. “Principal Components 

Analysis (PCA) is a linear transformation that 

decorrelates multivariate data and projects it onto a new 

coordinate system so that the greatest variance in the 

data lies on the first coordinate; while the least variance 

in the data comes to lie on the last coordinate” [8]. 

However the classical PCA depends on the statistical 

properties of the common data distribution, while the 

class-conditional statistics are ignored [9]. Besides, the 

MES is engendered by a muscular contraction, which 

can be detected from the surface of skin.  The surface 

EMG signal usually is the contribution of multiple 

muscles, especially when the movement is achieved by 

several small and closely spaced muscles like facial 

muscles. Occasionally subtle changes in some small or 

deep muscles can be masked by large or surface 

muscles and it is possible for these slight changes, 

associated with varying movements, to go undetected 

[7]. However, these understated changes may be key 

differences among the MESs from different 

phoneme-utterances. It is believed that this PCA-based 

data preprocessing methodology can decrease the 

effect of muscle crosstalk [7]. Therefore, to observe the 

subtle changes and to investigate further about 

within-class data distribution, the PCA-based 

preprocessing method was applied. Equivalent 

algorisms also have been employed in the facial image 

recognition and neural data processing for brain 

computer interface [9] [10]. Assume there are mn  

samples in sum for all the training-utterances in thm  

class. N  represents the number of channels while M  

stands for the total number of classes.  
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For each class
mX , a transformation matrix 

mT  

was calculated. To obtain the total transformation 

matrixT , parallel all the mT . 
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Now the data of each phoneme-utterance is projected 

through T . S symbolizes the transformed data. n  
indicates the number of samples in each utterance.  

[ ]11 12 1 1( ), ( ),... ( ),... ( ),... ( )N M MNS XT s t s t s t s t s t= =  

1,2,3,...t n∈  

 

 
Figure 2: A block diagram showing the preprocessing 
block. Figure is reproduced with permission from [7].  

The process can be clearly shown by Figure 2 [7]. It 
is hypothesized that if the data is projected through the 
PC transformation matrix, which is generated from the 
training data in the same class, will enhance or ‘tune’ 
the data while projection down the remaining PC 
transformation matrices will result in less meaningful 
linear combinations of the measured multivariate data  
[7]. 



 

 

 

Dimensionality Reduction 

   The high dimensional feature space has the 

potential to be much harder to be discerned by the 

classifier than the low dimensional feature. Known as 

the curse of dimensionality [11], a large number of 

samples are required to solve the above problem. 

However, that consumes time and effort on the part of 

the user. As a result, dimensionality reduction is 

necessary in our application. Uncorrelated Linear 

Discriminant Analysis (ULDA) was applied as the 

dimension reduction method. ULDA projects the data 

into the domain where the within-class distance is 

minimized and the between-class distance is 

maximized. Moreover, the optimal discriminant vectors 

in the transformation matrix are S-orthogonal [14]. 

Jieping [14] proposed a modified ULDA algorithm that 

can avoid the singularity problem in classical LDA and 

earlier ULDA methods. Using the training data, the 

transformation matrix G was calculated with singular 

value decomposition. Then the featured data was 

transformed by G and the dimension of the new feature 

set was minimized. The study [14] also compared 

classification accuracies with multiple dimensionality 

reduction methods including PCA, subspace, 

Orthogonal Centroid Method (OCM), and ULDA. The 

average classification accuracies, when ULDA was 

employed, achieved the maximum while processing 

different types of data. In our application, ULDA also 

decreased the dimension from 1300 to 19 and improved 

the classification performance. 

Post Processing 

Scheme [4] used maximum likelihood to make the 

phoneme classification decision from the output of 

HMMs. However, this method ignored the information 

contained in the reasonable phoneme combinations. 

Instead of choosing the phoneme represented by the 

highest score, we would like to find much more 

information contained in the possible phoneme 

combinations. As a result, a post processor based on an 

artificial neural network (ANN) was built to realize the 

mapping from the phoneme log likelihoods to the 

corresponding words. When a total neural network 

model was built for all the samples, some words were 

mistakenly mapped into other words even with a 

different number of phonemes. To increase the 

performance, separate neural network classifiers were 

built for words with different numbers of phonemes.  

A three layer feedforward back propagation network 
was constructed for each classifier. Different numbers 
of neurons, non linear functions and training algorithms 
were tested to achieve the best performance. It was 

determined that for the two- or three-phoneme words 
the classifiers with 20 neurons in their hidden layers 
generated the best result. For the four-phoneme words 
the number of neurons in the hidden layer became 25, 
probably due to the larger dimension of the input. A 
sigmoid function was used in the hidden layer while the 
linear function was applied in the output layer. For each 
word there are only 10 samples in total, therefore, to 
avoid oscillatory outputs, leave-one-out cross validation 
(LOOCV) was combined with the ANN classifiers and 
an average performance was calculated.  

RESULTS 

Table II displays the result of phoneme-recognition 

accuracy and word-recognition accuracy of MES 

channels. It is obvious that the recognition accuracy of 

words is always much higher than that of phonemes.  As 

a word constitutes several phonemes; even if some 

phonemes are mistakenly identified, the system can still 

find the correct word from the mapping classifiers. The 

first row shows the MESs-processing results of the 

original phoneme-based speech recognition system. 

The second row shows the MESs-processing results 

when the preprocessing and feature reduction are 

applied. The third row shows the results of MESs 

recognition using the post processor only.  The fourth 

row displays the results of the combined improved 

phoneme-based speech recognition system. 

Table II: results comparison 

 Phoneme 

Accuracy 

Word 

Accuracy 

Original 43.93% 70.50% 

Preprocessing, feature 

reduction 

53.93% 75.00% 

Post-processing 43.93% 73.00% 

Improved system 53.93% 89.00% 

 

The MES-recognition results of the original system 

decreases compared with Scheme’s results mainly 

because of two reasons: first, the results were collected 

for the whole word set while the HMM classifier was 

trained with a subset of the 20 words.  The variance of 

MESs of the same phoneme when it appears in different 

words and the limited training set caused performance 

decreasing. Second, since the system is 

speaker-dependent, the result will vary from person to 

person. The preprocessing and the dimensionality 

reduction improved the recognition results some 

degree. However, after applying the ANN mapping 

classifier, the accuracy was improved by 14%. This 

indicates the potential valuable information contained in 

the mapping process which is not used by the maximum 



 

 

 

log likelihood-based mapping algorithm. 

CONCLUSION 

MES phoneme recognition improves upon previous 

word-based MES systems by enabling the addition of 

new words without further training. To demonstrate this 

advantage, 20 words were tested while only 11 words 

were used in training. The improved phoneme-based 

MES recognition achieved 89% accuracy when 9 

additional words are included in testing, which implies 

that database expansion is not the only way to increase 

the performance of phoneme-based MES recognition. 

Applying the improved phoneme-recognition system 

also decreases the work load of database expansion, 

since the system can keep a good and robust 

performance under a certain ratio between the number 

of training words and testing words. For the original 

system this ratio will be higher, since more words need 

to be added into training to keep a reasonable accuracy. 

In the future, more words are expected to be tested 

determine how the performance is affected by changing 

the ratio between the number of trained words and 

tested words. For example, to keep the performance 

drop within 5%, while keeping the training set the same, 

how many words at most can be tested?  Another 

important thing concerns the post-classifier. From the 

increase of performance after applying the ANN based 

post-classifier, we have shown that there is important 

information contained in possible phoneme 

combinations, which was missed by the original rule 

based mapping algorithm.  However the ANN- based 

classifier needs to be trained when a new word is added. 

As more words are tested, the time of ANN-classifier 

training would be longer, which is not feasible in 

practical situations. Therefore, a more time-saving 

post-processor is needed in the future. Gaussian 

mixture model (GMM) may be applicable, since one 

GMM can be built for each word. In this way, whenever 

a new word is tested, only the new built model need to 

be trained.  
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