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Abstract— Thermography is a potential imaging modality for
early breast abnormality detection. Both breasts of a healthy
individual have a similar temperature distribution. Thermal
asymmetry between the left and the right breasts may indicate
the presence of an abnormality. This work introduces a novel
Siamese network for learning the similarity between the left and
the right breast thermogram images to identify breast abnor-
malities. This work also proposes a novel algorithm to iden-
tify breast abnormalities using the similarity scores obtained
from the introduced Siamese network. A comparison of the pro-
posed breast abnormality detection methodology at different
margin values is presented. The proposed methodology using
the Siamese network achieves an accuracy of 81% with a stan-
dard error of 0.3% when the margin was set to 1. All evaluations
are done using a publicly available dataset.
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bilateral analysis, detection.

I. INTRODUCTION

Breast cancer is the most commonly diagnosed cancer glob-
ally and accounts for 1 in 8 diagnosed cancer cases world-
wide [1]. Early detection of breast cancer can lead to a 5-year
survival rate of 99% [1]. Thermography is a U.S. Food and
Drug Administration-approved non-ionizing, painless, safe,
and contactless breast imaging screening modality that can
detect breast abnormalities at an earlier stage as compared to
the gold standard diagnostic modality, mammography [2].

A healthy individual has thermal symmetrical breasts, that
is, the temperature distributions of both breasts are similar.
However, an abnormal growth or a tumor formation increases
the temperature of the surrounding tissue and the skin sur-
face, disrupting the thermal symmetry between both breasts.
Thermography uses thermal cameras to record the regions
of elevated temperature and examines thermal symmetry be-
tween the left and the right breasts to identify breast abnor-
malities. Since synchronous bilateral breast cancer (SBBC)
or both breast cancerous is a clinical rarity [3], the majority
of the existing literature exploits this concept of asymmetry
analysis to identify breast abnormalities using thermography.

The majority of the current state-of-the-art thermography-
based breast abnormality detection methodologies using
asymmetrical analysis employ hand-crafted features [4] for

machine-learning algorithms such as Support Vector Ma-
chine (SVM) and Artificial Neural Network (ANN) [5]. With
the introduction of deep learning architectures, the use of
abstract features has become more prevalent [6]. Several
deep-learning architectures have also been introduced for
breast abnormality detection using thermography [6]; how-
ever, these architectures require a large amount of data to pro-
duce reliable results. Moreover, the existing deep learning ar-
chitectures do not exploit the concept of asymmetry analysis
for breast abnormality detection.

This work introduces a novel Siamese network for
thermography-based breast abnormality detection. The
Siamese network is a few-shot deep learning approach that
can reliably train on a small dataset such as the one at
hand [7]. This work proposes a novel algorithm for asym-
metry analysis using the similarity scores obtained from the
Siamese network to detect thermography-based breast abnor-
malities. The abstract features generated using the proposed
Siamese network are used for asymmetry analysis for breast
abnormality detection. Though Siamese networks have been
used for breast cancer detection using mammography [8], this
work pioneers the application of Siamese networks in the
field of thermography-based breast abnormality detection.

II. PROPOSED METHODOLOGY

A healthy subject exhibits symmetry in the temperature dis-
tributions between the left and the right breasts. An abnor-
mal growth disrupts this thermal symmetry and causes dis-
similarity between the left and right breasts of a breast ther-
mogram. Siamese networks (also called twin networks) are a
class of few-shot learning networks that compare a pair of in-
put images and measure similarity or dissimilarity between
them [9]. These networks consist of two identical subnet-
works that share similar weights and produce lower dimen-
sion feature embeddings for the input pairs. The two subnet-
works are jointly trained to identify similarity (or dissimilar-
ity) between the feature embedding of the input pairs using a
similarity metric such as a distance measure and can differen-
tiate a similar pair of images from a dissimilar pair of images.
This work proposes a novel Siamese network to identify an
abnormal breast thermogram by estimating the similarity (or
dissimilarity) between the left and the right breasts of a breast
thermogram as shown in Fig. 1.
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Fig. 1: Breast abnormality detection using Siamese Network with examples of an abnormal and a normal breast thermogram.

A. Asymmetry Analysis using Siamese Network

The thermal matrices obtained from the infrared cameras are
first converted into grayscale breast thermograms that are
used for further processing. These breast thermograms are di-
vided vertically along the center to extract the left and right
breasts [10]. The size of the input grayscale breast thermo-
gram images is 640 × 480 pixels while the size of the left
and right breast images is 320 × 240 pixels individually.

A Siamese network is a supervised similarity learning net-
work that is trained using similar and dissimilar pairs of im-
ages. The left and the right breasts of a healthy subject are
considered as a similar pair of images (Class 0) while the
left and the right breasts of an unhealthy subject are consid-
ered as a dissimilar pair of images (Class 1). These similar
and dissimilar pairs of breast images are used to train the
proposed Siamese Network such that the Euclidean distance
between the feature embeddings of the similar pair of breast
images (healthy subjects) is minimized and the Euclidean dis-
tance between the feature embeddings of the dissimilar pair
of breast images (unhealthy subjects) is maximized. For a
given pair of input images, X1 and X ′1, the Euclidean distance
(ED) between the feature embeddings of the pair of images
is given as:

ED(X1,X ′1) =
√{

Sn1 (X1)−Sn2
(
X ′1

)}2 (1)

where Sn1 (X1) and Sn2 (X ′1) are the feature embeddings of
X1 from sub-network 1 and the feature embeddings of X ′1
from sub-network 2 respectively. It should be noted that sub-
network 1 and sub-network 2 are identical and share the
same weights. A contrastive loss function (CL) [11] using Eu-
clidean distances is used to train the Siamese network through
backpropagation. The CL function for a given pair of input
images, X1 and X ′1, can be given as:

CL = (1−Y )
1
2
(ED)2 +(Y )

1
2
{max(0,m−ED)}2 (2)

where Y is the class label for the pair of input images, that is,
Y = 0 if X1 and X ′1 are similar pairs of images while Y = 1
if X1 and X ′1 are dissimilar pairs of images and m is the fixed
margin of the distance function ED for dissimilar pair of im-
ages. The margin m ensures that only the dissimilar pairs with
a ED less than m will contribute to the CL function and en-
sure that the dissimilar pairs are well-separated. The margin
m plays a vital role in optimizing the loss function (Eq. 2) and
in the proper training of a Siamese network. Therefore, in this
work, the influence of the margin m for the performance of
breast abnormality detection is analyzed.

As shown in Fig. 1, the proposed Siamese network consists
of two convolutional neural network (CNN) subnetworks.
Each CNN subnetwork consists of five convolutional layers
with decreasing filter sizes of 32, 16, 8, 8, and 4 respectively.
Each convolutional layer has a kernel size of 2× 2 and uses
a non-linear rectified linear unit (ReLU) activation function.
Each convolutional layer is also followed by a MaxPooling
layer to reduce the dimension of the extracted features. This
helps in reducing the size of the proposed Siamese Network.
The last convolutional layer is followed by a batch normal-
ization layer and a fully connected with 10 units. The two
CNN subnetworks are trained to minimize the CL function
and the outputs of the two CNN subnetworks are passed into
the final fully connected layer after batch normalization. This
last fully connected layer uses a sigmoid activation function
for predicting similarity scores SS for the pairs of the input
images.

B. Abnormality Detection

The proposed Siamese network was trained using both ab-
normal (dissimilar pairs) and normal (similar pairs) breast
thermogram images. The number of dissimilar pairs in the
training dataset is N while the number of similar pairs in the
training dataset is P. After training the proposed Siamese net-
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work, the similarity scores of the dissimilar pairs in the train-
ing dataset (SSD1, . . . ,SSDN) and the similarity scores of the
similar pairs in the training dataset (SSS1, . . . ,SSSP) are ob-
tained. The median of the similarity scores of the dissimilar
pairs (abnormal breast thermograms) and the median of the
similarity scores of the similar pairs (normal breast thermo-
grams) are calculated for breast abnormality during the test-
ing phase.

During the testing phase, the similarity score for a pair of
input breast images (a breast thermogram) is predicted. If the
predicted similarity score SSt of the testing pair of breast im-
ages is closer to the median of the similarity scores of the dis-
similar pairs, then the pair of breast images is considered an
abnormal pair, and the subject is declared as abnormal. If the
predicted similarity score of the testing pair of breast images
is closer to the median of the similarity scores of the similar
pairs, then the pair of breast images is considered a normal
pair, and the subject is declared normal. This is summarized
as Algorithm 1.

Algorithm 1 Proposed breast abnormality detection.
Input: (SSD1, . . . ,SSDN) and (SSS1, . . . ,SSSP)
Output: Class Labels (Y) ← 0- Similar pair (Normal
subject), 1- Dissimilar pair (Abnormal subject)

1: SSMD = median(SSD1, . . . ,SSDN).
2: SSMS = median(SSS1, . . . ,SSSP).
3: Obtain SSt ← SSt : Similarity score for testing pair t

if |SSt −SSMD|< |SSt −SSMS| then
Y ← 1 (Abnormal subject)

else if |SSt −SSMD|> |SSt −SSMS| then
Y ← 0 (Normal subject)

end if

III. EXPERIMENTATION

A. Dataset Used

A publicly available dataset called Database for Mastology
Research (DMR), Visual Labs [12] was used. A total of 258
grayscale breast thermogram images of size 640×480 pixels,
collected from 167 normal subjects and 91 abnormal sub-
jects using a FLIR SC-620 thermal camera are considered
in this work. These grayscale images are standardized front-
view breast thermograms that have been mapped from ther-
mal matrices. All thermograms were collected following the
Academy of Thermology (AAT) [13] pre-examination proto-
cols for breast thermography. Diagnosis is available for all
cases.

B. Classification Approach

The entire dataset is randomly split into 80%-20% training
and testing datasets. The proposed Siamese network is trained
using the training dataset for 30 epochs with an early stop-
ping function of patience 5. A batch size of 64 and a root
mean squared propagation optimizer are used for training the
proposed Siamese network for breast abnormality detection.
A repeated hold-out cross-validation testing strategy is em-
ployed in this work. This testing strategy involves a random
training and testing (80%-20%) dataset split is repeated over
10 trials, and the performance of breast abnormality detection
using the proposed Siamese network is evaluated over each
trial. Four performance metrics, namely, accuracy (Accu.),
sensitivity (Sens.), Precision (Prec.), and F1-score (F1-scr.)
are used to evaluate the performance of breast abnormality
detection. The average performance metrics and their stan-
dard errors over 10 trials are reported in Table. 1. The stan-
dard error (SE) helps in estimating the confidence interval
[14] of the abnormality detection methodology and is given
as:

SE =
σ√

n
(3)

where σ is the standard deviation over the average perfor-
mances and n is the total number of trials.

IV. RESULTS AND DISCUSSION

As mentioned in the previous section, the value of margin m
of the contrastive loss plays an important role in the train-
ing of the Siamese network and eventually affects the per-
formance of breast abnormality detection. Therefore, in this
work, the influence of the margin value m on the performance
of the proposed Siamese network for breast abnormality de-
tection is analyzed. The performance of the breast abnormal-
ity using the proposed Siamese network with m = 0.5,1, and
1.5 is presented in Table. 1. The average performance met-
rics along with standard error are shown in Table. 1. It can
be observed that the highest average performance with the
lowest standard deviation for breast abnormality detection is
obtained at m = 1 (shown in boldface).

Table 1: Performance of the proposed Siamese network for breast
abnormality detection.

Margin Acc. Prec. Sens. F1-Scr.
m= 0.5 71.73 ± 1.04 73.32 ± 0.86 70.23 ± 1.08 72.06 ± 1.00

m= 1 81.00 ± 0.31 79.84 ± 0.42 80.00 ± 0.34 79.63 ± 0.50
m= 1.5 76.15 ± 0.87 76.55 ± 0.78 76.04 ± 0.83 75.88 ± 1.11

Fig. 2 and Fig. 3 show the spread of the dissimilarity scores
of the abnormal and the normal subjects of the training and
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testing dataset over trial 5. It can be observed that the me-
dian of the dissimilarity scores of the normal subjects and
the abnormal subjects are distinct which in turn favors distin-
guishing abnormal subjects from normal subjects. A similar
observation was made for other trials.

Fig. 2: Dissimilarity scores for the training dataset over trial 5.

Fig. 3: Dissimilarity scores for the testing dataset over trial 5.

V. CONCLUSION

This work pioneers the application of Siamese networks for
thermography-based breast abnormality detection. A novel
algorithm for breast abnormality detection using the sim-
ilarity scores obtained from the Siamese network is also
proposed. The proposed breast abnormality methodology
achieves a high accuracy of 81% with a low standard error
of 0.3%. The effects of noise on the performance of breast
abnormality detection will be studied as part of future work.
This work lays a cornerstone in the field of thermography-
based breast abnormality using meta-learning approaches.
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